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#### Abstract

In this paper we consider the following problem: Given a Hamiltonian graph $G$, and a Hamiltonian cycle $C$ of $G$, can we compute a second Hamiltonian cycle $C^{\prime} \neq C$ of $G$, and if yes, how quickly? If the input graph $G$ satisfies certain conditions (e.g. if every vertex of $G$ is odd, or if the minimum degree is large enough), it is known that such a second Hamiltonian cycle always exists. Despite substantial efforts, no subexponential-time algorithm is known for this problem. In this paper we relax the problem of computing a second Hamiltonian cycle in two ways. First, we consider approximating the length of a second cycle on $n$-vertex graphs with minimum degree $\delta$ and maximum degree $\Delta$. We provide a linear-time algorithm for computing a cycle $C^{\prime} \neq C$ of length at least $n-4 \alpha(\sqrt{n}+2 \alpha)+8$, where $\alpha=\frac{\Delta-2}{\delta-2}$. Our second relaxation of the problem is probabilistic. We propose a randomized algorithm which computes a second Hamiltonian cycle with high probability, given that the input graph $G$ has a large enough minimum degree. More specifically, we prove that for every $0<p \leq 0.02$, if the minimum degree of $G$ is at least $\frac{8}{p} \log _{2} \sqrt{8} n+4$, then a second Hamiltonian cycle can be computed with probability at least $1-\frac{1}{n}\left(\frac{50}{p^{4}}+1\right)$ in poly $(n) \cdot 2^{4 p n}$ time. Our results imply that, when the minimum degree $\delta$ is sufficiently large, we can compute with high probability a second Hamiltonian cycle faster than any known deterministic algorithm. In particular, when $\delta=\omega\left(\log _{2} n\right)$, our probabilistic algorithm works in $2^{o(n)}$ time.


## 1 Introduction

A classical fact published by W. Tutte [25] and accredited to C. Smith states that, in a cubic (i.e. degree-3 regular) graph, every edge is contained in an even number of Hamiltonian cycles. The theorem of Smith was later generalized by A. Thomason [21] to all graphs in which every vertex has an odd degree. Therefore, every Hamiltonian graph with odd-degree vertices has at least one further Hamiltonian cycle; actually it is not hard to derive that also a third Hamiltonian cycle exists. However, if we allow vertices of even degree, the existence of a second Hamiltonian cycle is not guaranteed. More specifically, Entringer and Swart [13] constructed uniquely Hamiltonian graphs (i.e. graphs with a unique Hamiltonian cycle), in which all vertices have degree 3, except only two of them which have degree 4. Fleischner [15] also constructed two infinite families of uniquely Hamiltonian graphs, one with minimum degree 4 and maximum degree 14, and one with arbitrarily high maximum degree.

On the other hand, for regular graphs it is known that uniquely Hamiltonian graphs cannot have high degree. More specifically, Thomassen [24] proved that, for every $r \geq 300$, every Hamiltonian $r$-regular graph has a second Hamiltonian cycle. This was subsequently improved to every $r \geq 23$ [17]. It still remains unknown whether every $r$-regular Hamiltonian graph has a second Hamiltonian cycle, where $4 \leq r \leq 22$ is an even number. Sheehan conjectured in 1975 that this is true for $r=4$ [20]. If

[^0]Sheehan's conjecture is true, then this will imply that, for every $r \geq 4$, every $r$-regular Hamiltonian graph has a second Hamiltonian cycle. For non-regular graphs, it is known that a second Hamiltonian cycle is guaranteed to exist also in graphs with large minimum degree. Bondy and Jackson proved this for graphs with $n$ vertices and minimum degree at least $2.41 \log _{2} 8 n+3$ [9]. This bound was later improved to $1.752 \log _{2} n$ [17] and to $1.71 \log _{2} n+2$ [1]. All the above results have been proved with the probabilistic method using non-constructive arguments.

Our focus in this paper is to devise algorithms which, given a graph $G$ and a Hamiltonian cycle $C$ of $G$, actually compute a second Hamiltonian cycle $C^{\prime} \neq C$ in $G$, instead of just proving the existence of $C^{\prime}$. For cubic (or, more generally, for odd-degree) Hamiltonian graphs, several exponential-time algorithms are known for computing $C^{\prime}[3-8,10-12,14,18,19,27]$; however, it remains open whether $C^{\prime}$ can be computed in polynomial, or even subexponential time. One possible relaxation of the problem is, given a Hamiltonian cycle $C$, to efficiently compute a second cycle $C^{\prime} \neq C$ which is large enough (not necessarily Hamiltonian). For cubic Hamiltonian graphs, Bazgan, Santha, and Tuza [2] showed that the knowledge of the first Hamiltonian cycle $C$ algorithmically strictly helps to approximate the length of a second cycle. In fact, if $C$ is not given along with the input, there is no polynomial-time constant-factor approximation algorithm for finding a long cycle in cubic graphs, unless $\mathrm{P}=\mathrm{NP}$. In contrast, if $C$ is given, then for every $\varepsilon>0$ a cycle $C^{\prime} \neq C$ of length at least $(1-\varepsilon) n$ can be found in $2^{O\left(1 / \varepsilon^{2}\right)} \cdot n$ time, i.e. there is a linear-time PTAS for approximating the second Hamiltonian cycle [2]. The main ingredient in the proof of the latter result is an $O\left(n^{\frac{3}{2}} \log n\right)$-time algorithm which, given $G$ and $C$, computes a cycle $C^{\prime} \neq C$ of length at least $n-4 \sqrt{n}[2]$. In wide contrast to cubic graphs, for graphs of minimum degree at least three, only existential proofs are known for a second large cycle. In particular, Girão, Kittipassorn, and Narayanan recently proved with a non-constructive argument that any $n$-vertex Hamiltonian graph with minimum degree at least 3 contains another cycle of length at least $n-o(n)[16]$.
Our Contribution. In this paper we consider two relaxations of the problem of computing a second Hamiltonian cycle. First, we consider approximating the length of a second cycle on $n$-vertex graphs with minimum degree $\delta$ and maximum degree $\Delta$. We provide in Section 2 a linear-time algorithm for computing a cycle $C^{\prime} \neq C$ of length at least $n-4 a(\sqrt{n}+2 \alpha)+8$, where $\alpha=\frac{\Delta-2}{\delta-2}$. On the one hand, this improves the results of Bazgan et al. [2] in two ways: (i) it provides a generalization from cubic Hamiltonian graphs to arbitrary Hamiltonian graphs of degree at least 3; (ii) our algorithm works in linear time in $n$ for all constant-degree regular graphs. In particular it works in time $O(n)$ on cubic graphs (see Corollary 6). On the other hand, we complement the results of [16] as we provide a constructive proof for their result in case where $\delta$ and $\Delta$ are $o(\sqrt{n})$-factor away from each other. Formally, our algorithm constructs in linear time another cycle of length $n-o(n)$ whenever $\frac{\Delta}{\delta}=o(\sqrt{n})$ (see Corollary 7).

Our second relaxation of the problem is probabilistic. We propose in Section 3 a randomized algorithm which computes a second Hamiltonian cycle with high probability, given that the input graph $G$ has a large enough minimum degree. More specifically, we prove that for every $0<p \leq 0.02$, if the minimum degree of $G$ is at least $\frac{8}{p} \log _{2} \sqrt{8} n+4$, then a second Hamiltonian cycle can be computed with probability at least $1-\frac{1}{n}\left(\frac{50}{p^{4}}+1\right)$ in poly $(n) \cdot 2^{4 p n}$ time. Thus, by appropriately choosing the value of the parameter $p$, we can achieve different trade-offs between the minimum degree and the resulting running time, as it is illustrated in Table 1 (see Corollary 15). These results imply that, when the minimum degree $\delta$ is sufficiently large, we can compute with high probability a second Hamiltonian cycle faster than any known deterministic algorithm. In particular, when $\delta=\omega\left(\log _{2} n\right)$, our probabilistic algorithm works in $2^{o(n)}$ time.

## 2 Computing another long cycle in a Hamiltonian graph in linear time

Since the complexity status of finding a second Hamiltonian cycle in a given cubic Hamiltonian graph is illusive at the moment, we consider a simpler problem of finding another almost Hamiltonian cycle in a given Hamiltonian graph of minimum degree 3. Our main result in this section provides a $O(m)$

| mininum degree $\delta$ at least | running time | probability at least |
| :---: | :---: | :---: |
| $32 c \cdot \log _{2} \sqrt{8} n+4$ | $\operatorname{poly}(n) \cdot 2^{n / c}$ | $1-O\left(\frac{1}{n}\right)$ |
| $64 \log _{2}^{c+1} n$ | $\operatorname{poly}(n) \cdot 2^{n / \log _{2}^{c} n}$ | $1-O\left(\frac{\log _{2}^{4 c} n}{n}\right)$ |
| $32 n^{\varepsilon} \cdot \log _{2} \sqrt{8} n+4$ | $\operatorname{poly}(n) \cdot 2^{n^{1-\varepsilon}}$ | $1-O\left(\frac{1}{n^{1-4 \varepsilon}}\right)$ |

Table 1: Summary of our probabilistic results for computing a second Hamiltonian cycle in a Hamiltonian graph of large minimum degree $\delta$.
time algorithm for finding a $n-o(n)$ cycle in a given Hamiltonian graph of minimum degree at least 3 when the maximum and the minimum degrees of the graph are in certain relation.

In [2] Bazgan, Santha, and Tuza studied an optimization problem that can be seen as a relaxation of the problem of finding another Hamiltonian cycle in a cubic Hamiltonian graph. Namely, they considered the following problem.

## Second Largest Cycle

Input: A cubic Hamiltonian graph $G$ and a Hamiltonian cycle $C$.
Solution: A cycle different from $C$.
Value: The length of the cycle.

The authors showed that SEcond Largest Cycle has an efficient polynomial-time approximation scheme (EPTAS) by proving

Theorem 1 ([2]). Let $G$ be an n-vertex cubic Hamiltonian graph and let $C$ be a Hamiltonian cycle in $G$. Given $G$ and $C$, for every $\varepsilon>0$, a cycle $C^{\prime} \neq C$ of length at least $(1-\varepsilon) n$ can be found in time $2^{O\left(1 / \varepsilon^{2}\right)} \times n$.

The main ingredient of the proof of Theorem 1 is a polynomial-time procedure that finds in $G$ a cycle $C^{\prime}$ different from $C$ of length at least $n-4 \sqrt{n}$. This result is formalized in the following

Theorem 2 ([2]). Let $G$ be an n-vertex cubic Hamiltonian graph and let $C$ be a Hamiltonian cycle in $G$. There is an algorithm that given $G$ and $C$ finds in $G$ a cycle $C^{\prime} \neq C$ of length at least $n-4 \sqrt{n}$ in time $O\left(n^{3 / 2} \log n\right)$.

Our main result of this section improves Theorem 2 in two ways. First, it implies a generalization of Theorem 2 to arbitrary regular Hamiltonian graphs of degree at least 3 . Second, our algorithm works in linear time in $n$ for constant degree regular graphs. In particular, it works in time $O(n)$ on cubic graphs (see Corollary 6).

Recently, Girão, Kittipassorn, and Narayanan proved in [16] with a non-constructive argument that any $n$-vertex Hamiltonian graph with minimum degree at least 3 and a fixed Hamiltonian cycle contains another cycle of length $n-o(n)$. Our main theorem provides a constructive proof for the latter result in case when the maximum and minimum degree are $o(\sqrt{n})$-fractor away from each other. Formally, we give a $O(m)$ time algorithm for finding another cycle of length $n-o(n)$ whenever $\frac{\Delta}{\delta}=o(\sqrt{n})$, where $\Delta$ and $\delta$ are the maximum and the minimum degrees of $G$, respectively (see Corollary 7).

### 2.1 Notation and auxiliary results

Before we proceed to the main result of the section, we introduce preliminary notation and state auxiliary results. Let $G$ be a graph with a designated Hamiltonian cycle $C=v_{1} v_{2} \ldots v_{n}$. Any edge of $G$ that is not in $C$ is called a chord. Two chords are independent if they do not share an endpoint. The length of a chord $v_{i} v_{j}$ with $i<j$ is defined as $\min \{j-i, n+i-j\}$. We say that two vertices $u, v \in V(G)$ are chord-adjacent if they are connected by a chord of $G$. Two independent chords $e_{1}$


Figure 1: Illustration of Lemma 4
and $e_{2}$ are called crossing if their endpoints appear in alternating order around $C$; otherwise $e_{1}$ and $e_{2}$ are parallel.

For $x, y \in V(G)$, we denote by $d_{C}(x, y)$ the length of the path from $x$ to $y$ around $C$. Note that $d_{C}(x, y) \neq d_{C}(y, x)$ in general. We define the distance between two independent chords $x y$ and $a b$ as follows:

1. if $x y$ and $a b$ are crossing, then $\operatorname{dist}(x y, a b)=\min \left\{d_{C}(x, a)+d_{C}(y, b), d_{C}(x, b)+d_{C}(y, a)\right\}$;
2. if $x y$ and $a b$ are parallel such that neither $y$ nor $b$ lie on the path the path from $x$ to $a$ around $C$, then $\operatorname{dist}(x y, a b)=d_{C}(x, a)+d_{C}(y, b)$.

In the proof of our main result we use the following two lemmas. The first is a basic fact from graph theory and the second is straightforward to check (see Fig. 1 for illustration).

Lemma 3. [[26], Exercise 3.1.29] Let $G=(V, E)$ be a bipartite graph of maximum degree $\Delta$. Then $G$ has a matching of size at least $\frac{|E|}{\Delta}$.

Lemma 4. Let $G=(V, E)$ be an n-vertex graph with a Hamiltonian cycle $C=v_{1} v_{2} \ldots v_{n}$.
(1) if $G$ has a chord of length $\ell$, then $G$ contains a cycle $C^{\prime} \neq C$ of length at least $n-\ell+1$;
(2) if $G$ has two crossing chords $e_{1}, e_{2}$ and $\operatorname{dist}\left(e_{1}, e_{2}\right)=d$, then $G$ contains a cycle $C^{\prime} \neq C$ of length at least $n-d+2$;
(3) if $G$ has four pairwise independent chords $e_{1}, e_{2}, f_{1}$, and $f_{2}$ such that
(a) $e_{1}, e_{2}$ are parallel and $f_{1}, f_{2}$ are parallel,
(b) $e_{i}$ and $f_{j}$ are crossing for every $i, j \in\{1,2\}$,
(c) $\operatorname{dist}\left(e_{1}, e_{2}\right)=d_{1}$ and $\operatorname{dist}\left(f_{1}, f_{2}\right)=d_{2}$,
then $G$ contains a cycle $C^{\prime} \neq C$ of length at least $n-d_{1}-d_{2}+4$.

### 2.2 Long cycles in Hamiltonian graphs

Theorem 5. Let $G=(V, E)$ be an n-vertex Hamiltonian graph of minimum degree $\delta=\delta(G) \geq 3$. Let $C=v_{1} v_{2} \ldots v_{n}$ be a Hamiltonian cycle in $G$ and let $\Delta$ denote the maximum degree of $G$. Then $G$ has a cycle $C^{\prime} \neq C$ of length at least $n-4 \alpha(\sqrt{n}+2 \alpha)+8$, where $\alpha=\frac{\Delta-2}{\delta-2}$. Moreover, given $C$ a cycle $C^{\prime}$ can be computed in $O(m)$ time, where $m=|E|$.

Proof. We start by showing the existence of the desired cycle $C^{\prime}$.
Without loss of generality we assume that $\alpha<\frac{\sqrt{n}}{2}$, as otherwise any cycle $C^{\prime} \neq C$ in $G$ satisfies the theorem. Furthermore, we assume that the length of every chord in $G$ is at least $4 \alpha(\sqrt{n}+2 \alpha)-6$, as otherwise the existence of $C^{\prime}$ follows from Lemma 4 (1).

Let $q=\alpha \sqrt{n}$. We partition arbitrarily the vertices of the Hamiltonian cycle $C$ into $r$ consecutive intervals $B_{0}, B_{1}, \ldots, B_{r-1}$, such that $r \in\left\{\left\lfloor\frac{\sqrt{n}}{\alpha}\right\rfloor,\left\lfloor\frac{\sqrt{n}}{\alpha}\right\rfloor+1\right\}$ and $\lfloor q\rfloor \leq\left|B_{i}\right| \leq\lfloor q\rfloor+2 \alpha^{2}$ for every $i \in\{0,1, \ldots, r-1\}$. It is a routine task to check that such a partition exists.

For every $i \in\{0,1, \ldots, r-1\}$ we denote by $W_{i}$ the set of vertices that are chord-adjacent to a vertex in $B_{i}$ and by $E_{i}$ we denote the set of chords that are incident with a vertex in $B_{i}$. Furthermore, we denote by $H_{i}$ the graph with vertex set $B_{i} \cup W_{i}$ and the edges set $E_{i}$. Since the length of every chord in $G$ is at least $4 \alpha(\sqrt{n}+2 \alpha)-6$, we observe that for every $i \in\{0,1, \ldots, r-1\}$ set $W_{i}$ is disjoint from $B_{i-1} \cup B_{i} \cup B_{i+1}$ (where the arithmetic operations with indices are modulo $r$ ). The latter, in particular, implies that $H_{i}$ is a bipartite graph with color classes $B_{i}$ and $W_{i}$.

Let $i, j \in\{0,1, \ldots, r-1\}$ be two distinct indices, we say that the intervals $B_{i}$ and $B_{j}$ are matched if there exist two independent chords such that each of them has one endpoint in $B_{i}$ and the other endpoint in $B_{j}$. We claim that every interval $B_{i}$ is matched to another interval $B_{j}$ for some $j \in$ $\{0,1, \ldots, r-1\} \backslash\{i-1, i, i+1\}$. Indeed, by Lemma 3 , graph $H_{i}$ has a matching $M_{i}$ of size at least

$$
\frac{\lfloor q\rfloor(\delta-2)}{\Delta-2}=\frac{\lfloor\alpha \sqrt{n}\rfloor}{\alpha}>\frac{\alpha \sqrt{n}-1}{\alpha} \geq \sqrt{n}-1>\left\lfloor\frac{\sqrt{n}}{\alpha}\right\rfloor-2 \geq r-3
$$

and therefore, by the pigeonhole principle, there exists $j \in\{0,1, \ldots, r-1\} \backslash\{i-1, i, i+1\}$ such that at least two edges in $M_{i}$ have their endpoints in $B_{j}$, meaning that $B_{i}$ is matched to $B_{j}$.

Let $\sigma:\{0,1, \ldots, r-1\} \rightarrow\{0,1, \ldots, r-1\}$ be a function such that $B_{i}$ is matched to $B_{\sigma(i)}$, and denote by $f_{i, 1}$ and $f_{i, 2}$ some fixed pair of independent chords between $B_{i}$ and $B_{\sigma(i)}$. We observe that $\operatorname{dist}\left(f_{i, 1}, f_{i, 2}\right) \leq 2\left(\lfloor q\rfloor+2 \alpha^{2}-1\right) \leq 2 \alpha(\sqrt{n}+2 \alpha)-2$, as the endpoints of $f_{i, 1}$ and $f_{i, 2}$ lie in the intervals $B_{i}$ and $B_{\sigma(i)}$ each of length at most $\lfloor q\rfloor+2 \alpha^{2}$.

Let now $R$ be an auxiliary graph with a Hamiltonian cycle $x_{0} x_{1} \ldots x_{r-1}$ and the chord set being $\left\{x_{i} x_{\sigma(i)}: i=0,1, \ldots, r-1\right\}$. Let $x_{i} x_{j}$ be a chord in $R$ of the minimum length, where $j=\sigma(i)$. Without loss of generality, we assume that $i<j$ and $j-i \leq r+i-j$. Let $x_{k}$ be a vertex of $R$ such that $i<k<j$ and let $s=\sigma(k)$. Since $x_{i} x_{j}$ is of minimum length, the chords $x_{i} x_{j}$ and $x_{k} x_{s}$ are crossing, and hence each of $f_{i, 1}$ and $f_{i, 2}$ crosses both $f_{k, 1}$ and $f_{k, 2}$.

Finally, if $f_{i, 1}, f_{i, 2}$ or $f_{k, 1}, f_{k, 2}$ are crossing, then by Lemma $4(2)$ there exists a cycle $C^{\prime} \neq C$ of length at least $n-2 \alpha(\sqrt{n}+2 \alpha)+4$. Otherwise, $f_{i, 1}, f_{i, 2}$ are parallel and $f_{k, 1}, f_{k, 2}$ are parallel, and hence by Lemma $4(3)$ there exists a cycle $C^{\prime} \neq C$ of length at least $n-4 \alpha(\sqrt{n}+2 \alpha)+8$, which proves the first part of the theorem.

The above proof is constructive. We now explain at a high level how the proof can be turned into the desired algorithm. First, if $\alpha \geq \frac{\sqrt{n}}{2}$, then we output any cycle formed by a chord and the longer path of $C$ connecting the endpoints of the chord. Otherwise, we partition the vertices of $C$ into intervals $B_{1}, \ldots, B_{r-1}$ and assign to each vertex the index of its interval. Clearly, this can be done in $O(n)$ time. Next, we traverse the vertices of $G$ along the cycle $C$ and for every vertex $v$ of an interval $B_{i}$ we check the chords incident to $v$. If we encounter a chord $f$ of length less than $4 \alpha(\sqrt{n}+2 \alpha)-6$, then we output the cycle formed by $f$ and the longer path of $C$ connecting the endpoints of $f$. Otherwise, for the interval $B_{i}$ we keep the information of how many and which vertices of $W_{i}$ belong to other intervals $B_{j}$ for $j \in\{0,1, \ldots, r-1\} \backslash\{i-1, i, i+1\}$. When we find an interval $B_{j}$ that has at least two elements from $W_{i}$, we set $\sigma(i)$ to $j$ and proceed to the first vertex of the next interval $B_{i+1}$. By doing this, we also keep the information of the current shortest chord in the graph $R$ (defined in the proof above). After finishing this procedure: (1) we have a function $\sigma(\cdot) ;(2)$ for every $i \in\{0,1, \ldots, r-1\}$ we know a pair $f_{i, 1}, f_{i, 2}$ of independent edges between $B_{i}$ and $B_{\sigma(i)}$; and (3) we know $k$ such that $x_{k} x_{\sigma(k)}$ is a minimum length chord in $R$. Clearly, this information is enough to identify the desired cycle in constant time. In total, we spent $O(n)$ time to compute the partition of the vertices into the intervals and we visited every chord at most twice, which implies the claimed $O(m)$ running time.

By noticing that in the above theorem parameter $\alpha$ is equal to 1 for any regular graph, we obtain the following corollary.

Corollary 6. Let $G=(V, E)$ be an n-vertex Hamiltonian $\delta$-regular graph with $\delta \geq 3$, and let $C$ be $a$ Hamiltonian cycle in $G$. Then $G$ has a cycle $C^{\prime} \neq C$ of length at least $n-4 \sqrt{n}$, which can be computed in $O(\delta n)$ time.

Corollary 7. Let $G=(V, E)$ be an n-vertex Hamiltonian graph of minimum degree $\delta=\delta(G) \geq 3$. Let $C$ be a Hamiltonian cycle in $G$ and let $\Delta$ denote the maximum degree of $G$. If $\frac{\Delta}{\delta}=o(\sqrt{n})$, then $G$ has a cycle $C^{\prime} \neq C$ of length at least $n-o(n)$, which can be computed in $O(m)$ time.

## 3 Second Hamiltonian cycle in graphs of large minimum degree

In this section we provide an algorithm (see Theorem 14) which, given a Hamiltonian cycle $C$ in an arbitrary Hamiltonian graph $G$ with $n$ vertices and with large minimum degree $\delta=\Omega(\log n)$, computes a second Hamiltonian cycle $C^{\prime} \neq C$ faster than the best known algorithms (cf. the discussion in the introduction).

### 3.1 Second Hamiltonian cycle via red-independent and green-dominating sets

Let $G$ be a graph with a Hamiltonian cycle $C$. Co lour the edges of $C$ red and the chords green. A neighbor $u$ of a vertex $v$ is a red (resp. green) neighbor of $v$ if $u v$ is a red (resp. green) edge. A set $X$ of vertices of $G$ is red-independent if the subgraph $G[X]$ of $G$ induced by $X$ contains no red edges, and $X$ is green-dominating if every vertex outside $X$ is adjacent to a vertex in $X$ via green edge. The following lemma is a classical result of Thomassen [23] proved via Thomason's lollipop argument [22].

Lemma 8 (Thomassen's lemma, [23]). If $G$ has a red-independent and green-dominating set of vertices, then $G$ contains a Hamiltonian cycle $C^{\prime} \neq C$.

Motivated by Thomassen's lemma, it is natural to ask whether the knowledge of a red-independent and green-dominating set $X$ in $G$ can improve the time complexity of finding a second Hamiltonian cycle. The proof of Lemma 8 is reduced to the application of Thomason's lollipop argument and therefore does not immediately imply an efficient algorithm for finding a second Hamiltonian cycle. However, if $X$ is not too large, it can in fact be used to speed up the computation of a second Hamiltonian cycle. To explain this, we need to state another lemma, which can be easily extracted from Thomassen's proof. Following the terminology of Bondy and Jackson [9], a set of vertices $X$ of $G$ is weakly green-dominating if every red neighbor of a vertex in $X$ is also a green neighbor of some vertex in $X$.

Lemma 9 ([23]). If $G$ has a red-independent and weakly green-dominating set of vertices, then $G$ contains a Hamiltonian cycle $C^{\prime} \neq C$.

Clearly, any green-dominating set $X$ in $G$ is also weakly green-dominating. Let $X$ be a red-independent and green-dominating set of size $k$, and let $P_{1}, P_{2}, \ldots, P_{k}$ be the $k$ paths obtained from $C$ by removing the vertices of $X$. Let $G^{\prime}$ be the graph obtained from $G$ by removing all chords connecting two vertices not in $X$ and all chords connecting a vertex in $X$ and an internal vertex of any of the paths $P_{1}, P_{2} \ldots, P_{k}$. Clearly, $X$ is red-independent and weakly green-dominating in $G^{\prime}$, and therefore, by Lemma $9, G^{\prime}$ contains a Hamiltonian cycle $C^{\prime} \neq C$, which is also a Hamiltonian cycle in $G$.

A simple, but important observation is that all internal vertices of the paths $P_{1}, P_{2} \ldots, P_{k}$ have degree two in $G^{\prime}$, and hence all edges incident with these vertices belong to every Hamiltonian cycle of $G^{\prime}$. Note here that the extreme vertices of these paths $P_{1}, P_{2} \ldots, P_{k}$ might have a higher degree. Let $H$ be the graph obtained from $G^{\prime}$ by removing, for every path $P \in\left\{P_{1}, P_{2} \ldots, P_{k}\right\}$ with at least four vertices, all its internal vertices and adding one new vertex and two new edges connecting the new vertex with the endpoints of $P$. Then, there is an obvious bijection between the Hamiltonian cycles of $G^{\prime}$ and the Hamiltonian cycles of $H$. Denote by $C_{H}$ the Hamiltonian cycle of $H$ corresponding to the Hamiltonian cycle $C$ of $G^{\prime}$. We observe that $X$ is a red-independent and weakly green-dominating
set (with respect to $C_{H}$ ) in $H$. Therefore, by Lemma $9, H$ contains a Hamiltonian cycle $C_{H}^{\prime} \neq C_{H}$, which in turn corresponds to a cycle $C^{\prime} \neq C$ of $G^{\prime}$ and can be efficiently computed from $C_{H}^{\prime}$. We call the graph $H$ shrunken and observe that the number of vertices in $H$ is at most $k+3 k=4 k$. If $k$ is small enough, then applying a best known algorithm $A$ for finding a Hamiltonian cycle to every graph $H-e$, where $e$ is a red edge in $H$ that is incident to a vertex in $X$, one can find a Hamiltonian cycle $C_{H}^{\prime} \neq C_{H}$ in $H$, and therefore a Hamiltonian cycle $C^{\prime} \neq C$ in $G$, faster than applying $n$ times the best known algorithm $A$ directly to $G$. The above implies the correctness and running time of Algorithm 1, which is formally given in Theorem 10.

```
Algorithm 1 Second Hamiltonian Cycle via red-independent and green-dominating set
Input: A graph \(G=(V, E)\); a Hamiltonian cycle \(C\) of \(G\); a red-independent and green-dominating
    set \(X \subseteq V\) in \(G\); an algorithm \(A\) with running time \(f_{A}(n)\) that, given an input \(n\)-vertex graph,
    either computes a Hamiltonian cycle or concludes that no Hamiltonian cycle exists.
Output: A Hamiltonian cycle \(C^{\prime}\) in \(G\) such that \(C^{\prime} \neq C\).
    Using set \(X\), construct from \(G\) the shrunken graph \(H\)
    for every red edge \(e\) in \(H\) that is incident to a vertex in \(X\) do
        Check using algorithm \(A\) whether \(H-e\) admits a Hamiltonian cycle
        If such a Hamiltonian cycle exists then denote it by \(C_{H}^{\prime}\left\{C_{H}^{\prime}\right.\) exists for at least one edge \(\left.e\right\}\)
    Reconstruct from \(C_{H}^{\prime}\) a Hamiltonian cycle \(C^{\prime}\) in \(G\) such that \(C^{\prime} \neq C\)
    return \(C^{\prime}\)
```

Theorem 10. Let $G=(V, E)$ be an n-vertex graph, let $C$ be a Hamiltonian cycle in $G$, and let $X$ be a red-independent and green-dominating set in $G$, where $|X|=k$. Let $A$ be an algorithm that, given an input n-vertex graph, computes a Hamiltonian cycle in time $f_{A}(n)$. Then Algorithm 1 computes a second Hamiltonian cycle in time at most poly $(n) \cdot f_{A}(4 k)$.

Using the above approach, we develop in the subsequent sections a randomized algorithm that computes a second Hamiltonian cycle in Hamiltonian graphs of large minimum degree.

### 3.2 Finding sparse red-independent green-dominating sets in graphs of large minimum degree

In this section we give a procedure that with high probability produces a red-independent and greendominating set in graphs of large minimum degree. The procedure is a generalization of a random process used by Bondy and Jackson [9] to show that every $n$-vertex Hamiltonian graph of minimum degree at least $c \log n$, for some constant $c$ and large enough $n$, has a red-independent and greendominating set, and hence a second Hamiltonian cycle.

For convenience, we reuse most of the notation and terminology from [9]. Let $G=(V, E)$, where $V=\{0,1, \ldots, n-1\}$, be a graph on $n$ vertices and let $C=(0,1,2, \ldots, n-1,0)$ be a Hamiltonian cycle in $G$. Let $p \in(0,1)$ be a fixed number. We define a random subset $X$ of $V$ by the following procedure:

```
Algorithm 2 Bondy and Jackson's procedure
Input: A graph \(G=(V, E)\); a Hamiltonian cycle \(C=(0,1,2, \ldots, n-1,0)\) of \(G\); a number \(p \in(0,1)\).
Output: A red-independent set \(X \subseteq V\).
    \(X=\{0\}\)
    for \(i=1\) to \(n-2\) do
        if \(i-1\) does not belong to \(X\) then
            Add \(i\) to \(X\) with probability \(p\) and skip with probability \(1-p\)
    return \(X\)
```

For $p=\frac{1}{2}$ this is exactly the procedure used by Bondy and Jackson [9] to show that if every vertex in $G$ has degree at least $c \log 8 n+4$, where $c=(2-\log 3)^{-1}$, then with non-zero probability the set
$X$ produced by the procedure is red-independent and green-dominating. This implies that any such graph contains at least one red-independent and green-dominating set and therefore contains a second Hamiltonian cycle.

We will generalize and complement the arguments of Bondy and Jackson to show that for any small enough $p$, if every vertex in $G$ has degree at least $\frac{8}{p} \log _{2} \sqrt{8} n+4$, then, with high probability, $X$ is red-independent and green-dominating and also has size at most pn. In Section 3.3, we will combine this result with the general approach from Section 3.1 to obtain faster exponential and subexponential algorithms that find a second Hamiltonian cycle in graphs of large minimum degree with high probability. We proceed with some notation and an auxiliary lemma.

Let $d \in \mathbb{N}$. A $k$-part composition of $d$ is an ordered $k$-tuple $\left(d_{1}, d_{2}, \ldots, d_{k}\right)$ of positive integers summing up to $d$. We call each $d_{i}$ a part of this composition of the number $d$. Denote by $C(k, d)$ the set of all $k$-part compositions of $d$, in which $d_{i} \geq 2$ for every $i \in\{2, \ldots, k-1\}$. We write

$$
c(k, d)=|C(k, d)| \quad \text { and } \quad C(d)=\bigcup_{k \geq 1} C(k, d)
$$

Similarly, we denote by $C^{*}(k, d)$ the set of all $k$-part compositions of $d$, in which $d_{i} \geq 2$ for every $i$, except possibly at most one of the two parts $d_{1}$ or $d_{k}$. We write

$$
c^{*}(k, d)=\left|C^{*}(k, d)\right| \quad \text { and } \quad C^{*}(d)=\bigcup_{k \geq 1} C^{*}(k, d)
$$

Lemma 11. Let $k, d \in \mathbb{N}$ and let $\mu \in(0,2]$. Then
(a) $\sum_{k \geq 1} \mu^{k-1} \cdot c(k, d)=\frac{1}{\alpha+\beta}\left(\beta^{d+1}+(-1)^{d} \alpha^{d+1}\right) \leq\left(\frac{\alpha+4 \beta}{4(\alpha+\beta)}\right) \beta^{d}$;
(b) $\sum_{k \geq 1} \mu^{k-1} \cdot c^{*}(k, d)=\beta^{d-1}+(-1)^{d-1} \alpha^{d-1} \leq 2 \beta^{d-1}$,
where $\alpha=\frac{\sqrt{4 \mu+1}-1}{2}, \beta=\frac{\sqrt{4 \mu+1}+1}{2}$.
Proof. In both cases we will count weighted compositions of $d$ in which each composition into $k$ parts is given weight $\mu^{k-1}$. This is done by assigning weight one to the first part $d_{1}$ and weight $\mu$ to each of the remaining parts. For a polynomial $f(x)$ we denote by $\left[x^{d}\right] f(x)$ the coefficient of $x^{d}$ in $f(x)$. We will also make use of the following equation, which is a routine task to verify:

$$
\begin{align*}
& {\left[x^{d}\right]\left(x+x^{2}+\ldots\right)\left(\sum_{i \geq 0}\left(\mu x^{2}+\mu x^{3}+\ldots\right)^{i}\right)\left(\mu x+\mu x^{2}+\ldots\right)} \\
& =\left[x^{d}\right]\left(\frac{x}{1-x}\right)\left(\frac{1}{1-\frac{\mu x^{2}}{1-x}}\right)\left(\frac{\mu x}{1-x}\right) \\
& =\left[x^{d}\right] \frac{1}{\alpha+\beta}\left(\frac{\beta}{1-\beta x}-\frac{\alpha+\beta}{1-x}+\frac{\alpha}{1+\alpha x}\right)  \tag{1}\\
& =\frac{1}{\alpha+\beta}\left(\beta^{d+1}-(\alpha+\beta)+(-1)^{d} \alpha^{d+1}\right) \\
& =\frac{1}{\alpha+\beta}\left(\beta^{d+1}+(-1)^{d} \alpha^{d+1}\right)-1
\end{align*}
$$

We proceed now by proving item (a).

$$
\begin{align*}
\sum_{k \geq 1} \mu^{k-1} \cdot c(k, d) & =1+\sum_{k \geq 2} \mu^{k-1} c(k, d) \\
& =1+\left[x^{d}\right]\left(x+x^{2}+\ldots\right)\left(\sum_{i \geq 0}\left(\mu x^{2}+\mu x^{3}+\ldots\right)^{i}\right)\left(\mu x+\mu x^{2}+\ldots\right)  \tag{2}\\
& \stackrel{(1)}{=} \frac{1}{\alpha+\beta}\left(\beta^{d+1}+(-1)^{d} \alpha^{d+1}\right)
\end{align*}
$$

Now, since $\mu \leq 2$, we have $\frac{\alpha}{\beta} \leq \frac{1}{2}$, and therefore

$$
\begin{aligned}
\sum_{k \geq 1} \mu^{k-1} \cdot c(k, d) & \stackrel{(2)}{=} \frac{1}{\alpha+\beta}\left(\beta^{d+1}+(-1)^{d} \alpha^{d+1}\right) \\
& =\frac{1}{\alpha+\beta}\left(\beta+(-1)^{d} \alpha\left(\frac{\alpha}{\beta}\right)^{d}\right) \beta^{d} \\
& \leq \frac{1}{\alpha+\beta}\left(\beta+\frac{\alpha}{4}\right) \beta^{d}=\left(\frac{\alpha+4 \beta}{4(\alpha+\beta)}\right) \beta^{d} .
\end{aligned}
$$

To prove item (b) we first notice that by the inclusion-exclusion principle

$$
\begin{equation*}
\sum_{k \geq 1} \mu^{k-1} \cdot c^{*}(k, d)=1+\sum_{k \geq 2} \mu^{k-1} \cdot\left(2 c^{\prime}(k, d)-c^{\prime \prime}(k, d)\right)=1+2 \sum_{k \geq 2} \mu^{k-1} \cdot c^{\prime}(k, d)-\sum_{k \geq 2} \mu^{k-1} \cdot c^{\prime \prime}(k, d), \tag{3}
\end{equation*}
$$

where $c^{\prime}(k, d)$ is the number of $k$-part compositions of $d$ in which all parts are at least two, except possibly the first one; and $c^{\prime \prime}(k, d)$ is the number of $k$-part compositions of $d$ in which all parts are at least two. Now,

$$
\begin{align*}
& \sum_{k \geq 2} \mu^{k-1} \cdot c^{\prime}(k, d) \\
& \quad=\left[x^{d}\right]\left(x+x^{2}+\ldots\right)\left(\sum_{i \geq 0}\left(\mu x^{2}+\mu x^{3}+\ldots\right)^{i}\right)\left(\mu x^{2}+\mu x^{3}+\ldots\right)  \tag{4}\\
& \quad=\left[x^{d-1}\right]\left(x+x^{2}+\ldots\right)\left(\sum_{i \geq 0}\left(\mu x^{2}+\mu x^{3}+\ldots\right)^{i}\right)\left(\mu x+\mu x^{2}+\ldots\right) \\
& \quad \stackrel{(1)}{=} \frac{1}{\alpha+\beta}\left(\beta^{d}+(-1)^{d-1} \alpha^{d}\right)-1 .
\end{align*}
$$

Similarly,

$$
\begin{align*}
& \sum_{k \geq 2} \mu^{k-1} \cdot c^{\prime \prime}(k, d) \\
& \quad=\left[x^{d}\right]\left(x^{2}+x^{3}+\ldots\right)\left(\sum_{i \geq 0}\left(\mu x^{2}+\mu x^{3}+\ldots\right)^{i}\right)\left(\mu x^{2}+\mu x^{3}+\ldots\right)  \tag{5}\\
& \quad=\left[x^{d-2}\right]\left(x+x^{2}+\ldots\right)\left(\sum_{i \geq 0}\left(\mu x^{2}+\mu x^{3}+\ldots\right)^{i}\right)\left(\mu x+\mu x^{2}+\ldots\right) \\
& \quad \stackrel{(1)}{=} \frac{1}{\alpha+\beta}\left(\beta^{d-1}+(-1)^{d-2} \alpha^{d-1}\right)-1 .
\end{align*}
$$

Plugging in (4) and (5) to (3) and using the fact that $-2 \beta+1=-(2 \alpha+1)=-(\alpha+\beta)$ we obtain

$$
\begin{aligned}
& \sum_{k \geq 1} \mu^{k-1} \cdot c^{*}(k, d) \\
&=1+\frac{2}{\alpha+\beta}\left(\beta^{d}+(-1)^{d-1} \alpha^{d}\right)-2-\frac{1}{\alpha+\beta}\left(\beta^{d-1}+(-1)^{d-2} \alpha^{d-1}\right)+1 \\
&=\frac{1}{\alpha+\beta}\left(2 \beta^{d}+2(-1)^{d-1} \alpha^{d}-\beta^{d-1}+(-1)^{d-1} \alpha^{d-1}\right) \\
&=\frac{1}{\alpha+\beta}\left((-1)^{d-1} \alpha^{d-1}(2 \alpha+1)-\beta^{d-1}(-2 \beta+1)\right) \\
&=\beta^{d-1}+(-1)^{d-1} \alpha^{d-1} \\
& \quad \leq \beta^{d-1}+\alpha^{d-1} \leq 2 \beta^{d-1}
\end{aligned}
$$

where in the latter inequality we used the fact that $\alpha \leq \beta$.

Green-dominating. Clearly, the set $X$ produced by Algorithm 2 is always red-independent. We show next that, if the minimum degree of $G$ is large enough, then $X$ is also green-dominating with high probability.
Lemma 12. Let $p \in(0,0.2]$. If every vertex in $G$ has degree at least $\frac{8}{p} \log _{2} \sqrt{8} n+4$, then the set $X$ produced by Algorithm 2 is green-dominating with probability at least $1-\frac{1}{n}$.
Proof. Let $m \in\{0,1, \ldots, n-1\}$ be a fixed vertex of $G$. The green neighborhood $\widehat{N}(m)$ of $m$ is the set

$$
\widehat{N}(m)=N(m) \backslash\{m-1, m+1\}=\left\{m_{1}, m_{2}, \ldots, m_{t}\right\}
$$

where $0 \leq m_{1}<m_{2}<\ldots<m_{t}$ and the arithmetic operations are modulo $n$.
If $m_{1}=0$, then $0 \in \widehat{N}(m) \cap X$. We shall show that in all other cases $\widehat{N}(m) \cap X=\emptyset$ with probability less than $n^{-2}$, which implies by the union bound that with probability at least $1-\frac{1}{n}$ the set $X$ is green-dominating.

Denote by $\mathcal{A}$ the set of all sequences $A=\left(a_{0}, a_{1}, \ldots, a_{r}\right)$, where $0=a_{0}<a_{1}<\ldots<a_{r}<n-1$, and $a_{i+1}-a_{i} \geq 2,0 \leq i \leq r-1$. For $A=\left(a_{0}, a_{1}, \ldots, a_{r}\right) \in \mathcal{A}$,

$$
\begin{aligned}
P(X=A) & =\prod_{i=1}^{r} p(1-p)^{a_{i}-a_{i-1}-2}\left(\sum_{i=0}^{\infty} p(1-p)^{-a_{r}+(n-1+i)-2}\right) \\
& =p^{r+1}(1-p)^{n-2 r-3} \sum_{i=0}^{\infty}(1-p)^{i} \\
& =p^{r}(1-p)^{n-2 r-3} \\
& =(1-p)^{n-3}\left(\frac{p}{(1-p)^{2}}\right)^{r} \\
& =(1-p)^{n-3} \mu^{r},
\end{aligned}
$$

where we denote $\mu=\frac{p}{(1-p)^{2}}$.
Let now $d_{1}=m_{1}, d_{i}=m_{i}-m_{i-1}, 2 \leq i \leq t$, and $d_{t+1}=n-m_{t}$, and

$$
\mathcal{C}=C^{*}\left(d_{1}\right) \times C\left(d_{2}\right) \times \cdots \times C\left(d_{t}\right) \times C^{*}\left(d_{t+1}\right) .
$$

There is a natural bijection between $\mathcal{C}$ and the subset $\widehat{\mathcal{A}}$ of $\mathcal{A}$ consisting of those sequences which are disjoint from $\widehat{N}(m)$. Moreover, for $A=\left(a_{0}, a_{1}, \ldots, a_{r}\right) \in \widehat{\mathcal{A}}$,

$$
\begin{equation*}
P(X=A)=(1-p)^{n-3} \mu^{r}=(1-p)^{n-3} \prod_{i=1}^{t+1} \mu^{k_{i}-1} \tag{6}
\end{equation*}
$$

where $k_{i}$ is the number of parts in the corresponding composition of $d_{i}, 1 \leq i \leq t+1$.
Note that

$$
\begin{align*}
\mathcal{C} & =\left(\bigcup_{k_{1} \geq 1} C^{*}\left(k_{1}, d_{1}\right)\right) \times\left(\bigcup_{k_{2} \geq 1} C\left(k_{2}, d_{2}\right)\right) \times \cdots \times\left(\bigcup_{k_{t} \geq 1} C\left(k_{t}, d_{t}\right)\right) \times\left(\bigcup_{k_{t+1} \geq 1} C^{*}\left(k_{t+1}, d_{t+1}\right)\right)  \tag{7}\\
& =\bigcup\left(C^{*}\left(k_{1}, d_{1}\right) \times C\left(k_{2}, d_{2}\right) \times \cdots \times C\left(k_{t}, d_{t}\right) \times C^{*}\left(k_{t+1}, d_{t+1}\right)\right),
\end{align*}
$$

where the union is taken over all $(t+1)$-tuples $\left(k_{1}, k_{2}, \ldots, k_{t+1}\right)$ of positive integers. Therefore (6) implies that

$$
P(X \in \widehat{\mathcal{A}})=(1-p)^{n-3} \sum\left[\mu^{k_{1}-1} \cdot c^{*}\left(k_{1}, d_{1}\right)\left(\prod_{i=2}^{t} \mu^{k_{i}-1} \cdot c\left(k_{i}, d_{i}\right)\right) \mu^{k_{t+1}-1} \cdot c^{*}\left(k_{t+1}, d_{t+1}\right)\right],
$$

where the summation is taken over all $(t+1)$-tuples $\left(k_{1}, k_{2}, \ldots, k_{t+1}\right)$ of positive integers. Thus, by Lemma 11,

$$
\begin{aligned}
& P(X \in \widehat{\mathcal{A}}) \\
& \left.=(1-p)^{n-3}\left(\sum_{k_{1} \geq 1} \mu^{k_{1}-1} c^{*}\left(k_{1}, d_{1}\right)\right)\left(\prod_{i=2}^{t} \sum_{k_{i} \geq 1} \mu^{k_{i}-1} c\left(k_{i}, d_{i}\right)\right)\left(\sum_{k_{t+1} \geq 1} \mu^{k_{t+1}-1} c^{*}\left(k_{t+1}, d_{t+1}\right)\right)\right) \\
& \leq(1-p)^{n-3}\left(\frac{2}{\beta}\right) \beta^{d_{1}}\left(\prod_{i=2}^{t}\left[\left(\frac{\alpha+4 \beta}{4(\alpha+\beta)}\right) \beta^{d_{i}}\right]\right)\left(\frac{2}{\beta}\right) \beta^{d_{t+1}} \\
& =(1-p)^{n-3} \beta\left(\sum_{i=1}^{t+1} d_{i}\right)\left(\frac{2}{\beta}\right)^{2}\left(\frac{\alpha+4 \beta}{4(\alpha+\beta)}\right)^{t-1} \\
& =(1-p)^{n-3} \beta^{n}\left(\frac{2}{\beta}\right)^{2}\left(\frac{\alpha+4 \beta}{4(\alpha+\beta)}\right)^{t-1} .
\end{aligned}
$$

Now, since $\mu=\frac{p}{(1-p)^{2}}$ and $\beta=\frac{\sqrt{4 \mu+1}+1}{2}$ (cf. Lemma 11), it follows that $1+p \leq \beta \leq \frac{1}{1-p}$ for every $p \in(0,1)$. Therefore, for $p \leq 0.2$, we have

$$
\begin{aligned}
& P(X \in \widehat{\mathcal{A}}) \\
& \leq(1-p)^{n-3}\left(\frac{1}{1-p}\right)^{n}\left(\frac{2}{1+p}\right)^{2}\left(\frac{\alpha+4 \beta}{4(\alpha+\beta)}\right)^{t-1} \\
& =\frac{4}{(1-p)^{3}(1+p)^{2}}\left(\frac{\alpha+4 \beta}{4(\alpha+\beta)}\right)^{t-1} \\
& \leq 8\left(\frac{\alpha+4 \beta}{4(\alpha+\beta)}\right)^{t-1} .
\end{aligned}
$$

Therefore, if $\operatorname{deg}(m)=t+2 \geq c \log _{2} \sqrt{8} n+4$, where $c \geq 2 \log _{2}^{-1} \frac{4(\alpha+\beta)}{\alpha+4 \beta}$, then $P(X \in \widehat{\mathcal{A}})<\frac{1}{n^{2}}$. To conclude the proof, it is enough to show that $\frac{8}{p} \geq 2 \log _{2}^{-1} \frac{4(\alpha+\beta)}{\alpha+4 \beta}$ or, equivalently, $\log _{2} \frac{4(\alpha+\beta)}{\alpha+4 \beta} \geq \frac{p}{4}$ for any $p \in(0,0.2]$.

First, using series expansions one can derive $p(1+p) \leq \alpha \leq \frac{p}{(1-p)^{2}}$ and $1+p \leq \beta \leq \frac{1-p+p^{2}}{(1-p)^{2}}$ in the target interval $p \in(0,0.2]$. Therefore,

$$
\log _{2} \frac{4(\alpha+\beta)}{\alpha+4 \beta} \geq \log _{2} \frac{4(p(1+p)+(1+p))}{\frac{p}{(1-p)^{2}}+\frac{4\left(1-p+p^{2}\right)}{(1-p)^{2}}}=\log _{2} \frac{4(p+1)^{2}(1-p)^{2}}{p+4\left(1-p+p^{2}\right)} .
$$

Let us denote the latter function by $f(p)$. One can check that $f(p)$ is concave in the interval $[0,0.2]$ and $f(p) \geq \frac{p}{4}$ in the extreme points of the interval. Consequently, $f(p) \geq \frac{p}{4}$ holds in all points of the interval, which gives the desired conclusion and completes the proof.

In the remainder of this section we are going to show that the size of $X$ is at most $p n$ with high probability. To this end, we formalize Algorithm 2 as a Markov chain with two states: State 0 and State 1. At time point $t=0$ the Markov chain is in State 1, and for $t \geq 1$

1. if at time point $t-1$ the Markov chain is in State 0 , then at time point $t$ it is in State 1 with probability $p$ and in State 0 with probability $1-p$;
2. if at time point $t-1$ the Markov chain is in State 1 , then at time point $t$ it is in State 0.

Let $N=n-1$. For $i \in\{0,1, \ldots, N-1\}$ we denote by $\xi_{i}$ the random variable which is equal to $\alpha \in\{0,1\}$ if the Markov chain is in State $\alpha$ at time point $i$. We interpret the Markov chain as follows: a vertex $i$ is included in $X$ if and only if the Markov chain is in State 1 at time point $i$, i.e. $\xi_{i}=1$. In particular, $X=\left\{i \mid \xi_{i}=1, i=0,1, \ldots, N-1\right\},|X|=\sum_{i=0}^{N-1} \xi_{i}$.

Denote by $\Pi=(0,1)$ the vector of initial distribution of the Markov chain, which means that at time point 0 the Markov chain is in State 1 with probability 1 (this corresponds to inclusion of 0 to $X$ ). Let also $T$ denote the transition matrix

$$
T=\left(\begin{array}{cc}
1-p & p \\
1 & 0
\end{array}\right)
$$

of the Markov chain. Then the probability distribution of $\xi_{i}$ is defined by the vector $\Pi^{(i)}=\Pi \cdot T^{i}$.
It can be shown by induction that

$$
T^{i}=\frac{1}{1+p}\left(\begin{array}{cc}
1 & p \\
1 & p
\end{array}\right)+\frac{(-p)^{i}}{1+p}\left(\begin{array}{cc}
p & -p \\
-1 & 1
\end{array}\right)
$$

and hence

$$
\Pi^{(i)}=\Pi \cdot T^{i}=\frac{1}{1+p}\left(1-(-p)^{i}, \quad p+(-p)^{i}\right)
$$

that is, $\mathbb{P}\left[\xi_{i}=0\right]=\frac{1-(-p)^{i}}{1+p}$ and $\mathbb{P}\left[\xi_{i}=1\right]=\frac{p+(-p)^{i}}{1+p}$.
Lemma 13. For $n$ large enough, the size of the set $X$ produced by Algorithm 2 is at most pn with probability at least $1-\frac{50}{n p^{4}}$.

Proof. As before, let $N=n-1$. To prove the statement, we first show that for $\varepsilon>0$

$$
\begin{equation*}
\mathbb{P}\left[\left|\frac{|X|}{N}-\frac{p}{1+p}\right|>\varepsilon\right] \leq \frac{34}{N \varepsilon^{2}} \tag{8}
\end{equation*}
$$

By Chebyshev's inequality we have

$$
\mathbb{P}\left[\left|\frac{|X|}{N}-\frac{p}{1+p}\right|>\varepsilon\right] \leq \frac{\mathbb{E}\left[\left|\frac{|X|}{N}-\frac{p}{1+p}\right|^{2}\right]}{\varepsilon^{2}}
$$

Therefore, in order to prove (8), we only need to show that $\mathbb{E}\left[\left|\frac{|X|}{N}-\frac{p}{1+p}\right|^{2}\right] \leq \frac{34}{N}$.
Let $\pi=\frac{p}{1+p}$ and $p_{1}^{(i)}=\mathbb{P}\left[\xi_{i}=1\right]=\frac{p+(-p)^{i}}{1+p}$. Then

$$
\begin{equation*}
\mathbb{E}\left[\left|\frac{|X|}{N}-\frac{p}{1+p}\right|^{2}\right]=\mathbb{E}\left[\left|\frac{\sum_{i=0}^{N-1} \xi_{i}}{N}-\pi\right|^{2}\right]=\frac{1}{N^{2}} \mathbb{E}\left[\left(\sum_{i=0}^{N-1}\left(\xi_{i}-\pi\right)\right)^{2}\right]=\frac{1}{N^{2}} \sum_{i=0}^{N-1} \sum_{k=0}^{N-1} \delta_{i k} \tag{9}
\end{equation*}
$$

where $\delta_{i k}=\mathbb{E}\left[\xi_{i} \xi_{k}\right]-\pi \mathbb{E}\left[\xi_{i}\right]-\pi \mathbb{E}\left[\xi_{k}\right]+\pi^{2}$.
Observe that $\left|p_{1}^{(i)}-\pi\right| \leq \frac{p^{i}}{1+p}$, and hence for $i, k \in\{0, \ldots, N\}$

$$
\begin{align*}
\delta_{i k} & =\mathbb{E}\left[\xi_{i} \xi_{k}\right]-\pi \mathbb{E}\left[\xi_{i}\right]-\pi \mathbb{E}\left[\xi_{k}\right]+\pi^{2} \\
& =p_{1}^{(s)} p_{1}^{(t)}-\pi p_{1}^{(i)}-\pi p_{1}^{(k)}+\pi^{2}  \tag{10}\\
& \leq \frac{2}{1+p}\left(p^{s}+p^{t}+p^{i}+p^{k}\right),
\end{align*}
$$

where $s=\min \{i, k\}$ and $t=|i-k|$. Therefore, by plunging in (10) to (9) we obtain

$$
\begin{aligned}
\mathbb{E}\left[\left|\frac{|X|}{N}-\frac{p}{1+p}\right|^{2}\right] & =\frac{1}{N^{2}} \sum_{i=0}^{N-1} \sum_{k=0}^{N-1} \delta_{i k} \\
& \leq \frac{2}{N^{2}(1+p)} \sum_{i=0}^{N-1} \sum_{k=0}^{N-1}\left[p^{s}+p^{t}+p^{i}+p^{k}\right] \\
& \leq \frac{8}{N^{2}(1+p)} \sum_{i=0}^{N-1} \sum_{k=0}^{N-1} p^{\min \{s, t\}} \\
& \leq \frac{8}{N^{2}(1+p)} \sum_{i=0}^{\lceil N / 2\rceil-1} p^{i}[2(N-2 i-1)+2(N-2 i)] \\
& \leq \frac{8}{N^{2}(1+p)} \cdot \frac{4 N}{1-p} \leq \frac{34}{N}
\end{aligned}
$$

where in the latter inequality we used the assumption $p \leq 0.2$. This proves (8).
Now, by setting $\varepsilon=\frac{p^{2}}{1+p}$, we deduce from (8)

$$
\mathbb{P}\left[\left|\frac{|X|}{N}-\frac{p}{1+p}\right|>\frac{p^{2}}{1+p}\right] \leq \frac{34(1+p)^{2}}{N p^{4}} \leq \frac{49}{N p^{4}}
$$

which implies $\mathbb{P}[|X| \leq p N] \geq 1-\frac{49}{N p^{4}}$ and therefore $\mathbb{P}[|X| \leq p n] \geq 1-\frac{50}{n p^{4}}$ for all $n \geq 50$.

### 3.3 Faster algorithms for Second Hamiltonian Cycle

In this section we combine Algorithm 2 with the general procedure from Section 3.1 to obtain randomized algorithms for finding a second Hamiltonian cycle in graphs of large minimum degree.

```
Algorithm 3 Randomized algorithm for Second Hamiltonian Cycle
Input: A graph \(G=(V, E)\); a Hamiltonian cycle \(C\) of \(G\); a \(p \in(0,1)\).
Output: A Hamiltonian cycle \(C^{\prime}\) in \(G\) such that \(C^{\prime} \neq C\), or a "fail" announcement.
    Given \(G, C\), and \(p\), construct a set \(X\) using Algorithm 2
    if \(X\) is a red-independent and green-dominating set of size at most \(p n\) then
        Find a second Hamiltonian cycle \(C^{\prime}\) in \(G\) using Algorithm 1 with input parameters: \(G, C, X\)
        and the Bellman-Held-Karp algorithm
        return \(C^{\prime}\)
    else
        return Fail
```

Theorem 14. Let $G=(V, E)$ be an n-vertex graph, $C$ be a Hamiltonian cycle in $G$, and $p \in(0,0.2]$. If every vertex of $G$ has degree at least $\frac{8}{p} \log _{2} \sqrt{8} n+4$, then given $G, C$, and $p$, Algorithm 3 succeeds with probability at least $1-\frac{1}{n}\left(\frac{50}{p^{4}}+1\right)$. Furthermore, the algorithm works in poly $(n) \cdot 2^{4 p n}$ time.

Proof. Algorithm 3 fails if and only if Algorithm 2 outputs a non-green-dominating set or the size of the set exceeds $p n$. The former happens with probability at most $\frac{1}{n}$, by Lemma 12 , and the latter happens with probability at most $\frac{50}{n p^{4}}$, by Lemma 13. Hence, the algorithm succeeds with probability at least $1-\frac{1}{n}\left(\frac{50}{p^{4}}+1\right)$.

Now, if Algorithm 3 does not fail, by Theorem 10, it constructs a second Hamiltonian cycle in $G$ in time not exceeding poly $(n) \cdot f(4 p n)$, where $f(k)=O\left(k^{2} 2^{k}\right)$ is the time complexity of the Bellman-Held-Karp algorithm [3, 18]. Hence the theorem.

The next corollary follows by Theorem 14 , when replacing the factor $\frac{8}{p}$ by either (i) a constant $32 c$, or (ii) a polylogarithmic factor $32 \log _{2}^{c} n$, or (iii) a polynomial factor $32 n^{\varepsilon}$ (where $\varepsilon<0.25$ ). Note that the second case of the corollary is implied by the fact that $64 \log _{2}^{c+1} n>32 \log _{2}^{c} n \cdot \log _{2} \sqrt{8} n+4$, for large enough $n$.

Corollary 15. Let $c, \varepsilon$ be a positive constant, where $\varepsilon<0.25$. Let $G=(V, E)$ be an n-vertex graph and $C$ be a Hamiltonian cycle in $G$. Then:

1. If every vertex of $G$ has degree at least $32 c \cdot \log _{2} \sqrt{8} n+4$, then Algorithm 3 finds a second Hamiltonian cycle in $G$ in time poly $(n) \cdot 2^{n / c}$ with probability at least $1-O\left(\frac{1}{n}\right)$.
2. If every vertex of $G$ has degree at least $64 \log _{2}^{c+1} n$, then Algorithm 3 finds a second Hamiltonian cycle in $G$ in time poly $(n) \cdot 2^{n / \log _{2}^{c} n}$ with probability at least $1-O\left(\frac{\log _{2}^{4 c} n}{n}\right)$.
3. If every vertex of $G$ has degree at least $32 n^{\varepsilon} \cdot \log _{2} \sqrt{8} n+4$, then Algorithm 3 finds a second Hamiltonian cycle in $G$ in time poly $(n) \cdot 2^{n^{1-\varepsilon}}$ with probability at least $1-O\left(\frac{1}{n^{1-4 \varepsilon}}\right)$.
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