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About me
- Third-year PhD student under the supervision of David Coudert in 

COATI team, Centre Inria d'Université Côte d'Azur

- Starting in October, I will be a postdoctoral researcher under the 
supervision of Petra Mutzel at the University of Bonn

- I contribute to GraphNeuralNetworks.jl, a Julia package for GNNs 
that also supports temporal graph learning.  
"GraphNeuralNetworks.jl: Deep Learning on Graphs with Julia", Carlo 
Lucibello and Aurora Rossi, JMLR 2025
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Feedforward Neural Network 
A feedforward neural network is a parametric function composed of multiple 
layers, where each layer is defined by an affine transformation followed by a 
non-linear activation function.
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Recurrent Neural Network
RNNs have recurrent connections that allow them to maintain a memory of past 
inputs, making them suitable for tasks such as natural language processing, 
speech recognition, and time series prediction.

5

hidden state at time t

input at time t

weight matrix

weight matrix

bias vectorMost popular ones are GRU and 
LSTM.



Graph
A graph G(V,E) is a data structure where V is the set of nodes and E is a set of 
paired nodes, whose elements are called edges.

6

1

2

4

5

3

6

x₁

x₂

x₃

x₄

x₅

x₆

Features can be associated to 
nodes, edges, and graphs. 

In the example on the left, xᵢ are 
nodes features of node i and g is 
the graph feature.

g

e₁→₂



Contents
- Introduction to neural networks and recurrent neural networks
- Message passing
- Graph Neural Networks: definition, training, tasks and popular layers
- Temporal Graph Neural Networks
- Real world application

- Traffic prediction
- Brain activity prediction
- Temporal Katz centrality

7



Message passing
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● Every node in the graph computes a message 
for each of its neighbors

● Every node aggregates the messages it 
receives, using a permutation-invariant function

● Node updates its attributes as a function of its 
current feature and the aggregated messages
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Message passing
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Message passing
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Message passing
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Message passing
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for each of its neighbors

● Every node aggregates the messages it 
receives, using a permutation-invariant function

● Node updates its attributes as a function of its 
current feature and the aggregated messages

The message passing procedure is done in parallel for every node.
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A graph neural network applies message passing using learnable functions.
Each message function       and update function         is implemented as a 
neural network.

Graph neural network
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Training is an optimization problem:

the model output minimize an objective 
function called loss function.

             
The model weights       are then updated 
using
gradient descent to minimize the loss 
function.

Supervised training

17

Loss function



What tasks can GNNs perform?
After performing some layers, depending on how you treat the 
resulting features GNN can perform:

● Graph classification

● Link prediction

● Node classification
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Graph classification

                  Pooling             19
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The problem of determining the category of the graph is, for example, deciding what 
kind of molecule



Node classification
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The problem of determining the category of the graph nodes is, for example, the 
decision of what kind of atom



Link prediction
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The problem of determining whether or not there will be 
an edge between two nodes in the future



Popular GNN layers
● Graph Convolutional Network GCN 

“Semi-Supervised Classification with Graph Convolutional Network”, Kipf & Welling, 2016

                                               where                                       

● Graph Isomorphism Network GIN “How Powerful are Graph Neural Networks?”,  Xu et al., 2018

  where is a learnable function

High expressive power (provably as strong as the 1-Weisfeiler Leman test)
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Temporal Graph
Real world network are usually dynamic such as social networks, transportation 
networks and brain activity.

● Static Temporal Graphs: the graph structure is fixed, but the node and edge 
features change over time.
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Temporal Graph
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● Dynamic Temporal Graphs: the structure of the graph (edges) and the features 
of the nodes and edges change over time.

G = {G¹, G², …, Gᵀ} where each snapshot Gᵗ = (V, Eᵗ, Xᵗ) shares the same node 
set V, but allows for time-varying edge sets and features.



Temporal Models
Static Temporal Graphs
Spatio-temporal GNN 

GNN over a fixed graph to model spatial 
dependence combined with recurrent 
neural network (GRU, LSTM) to model 
temporal dependence
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Dynamic Temporal Graphs
Temporal GNN

Apply a GNN to each snapshot, or, as in 
EvolveGCN, use a recurrent neural 
network to evolve the GNN’s weights over 
time

Pareja et al, 2020 AAI

https://arxiv.org/search/cs?searchtype=author&query=Pareja,+A
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● Dataset: METR-LA

● Model from the paper  “Diffusion 
Convolutional Recurrent Neural Network: 
Data-driven Traffic Forecasting” Li et al. 2018, 
NeurIPS 

Traffic prediction
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Traffic forecasting is the problem of predicting future traffic trends on a road 
network given historical traffic data such as traffic speed and time of day.



METR-LA Dataset
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It contains traffic data from 207 sensors in 
highways of Los Angeles County.

Graph nodes: sensors

Edge weights: distances between the 
sensors.

Node features:
● traffic speed
● time of the day

collected  from March 1, 2012 to June 30, 
2012 every 5 minutes.



DCRNN Model 
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It is a recurrent model and one cell is composed by:
● Diffusion convolutional layer DConv to model spatial dependence
● Gated Recurrent Unit GRU to model temporal dependence
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Results
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HA: Historical Average
ARIMAkal: Auto-Regressive Integrated Moving Average 
VAR: Vector Auto-Regression
SVR: Support Vector Regression
FNN:Neural network with two hidden layers and L2 regularization 
FC-LSTM: Recurrent Neural Network with fully connected LSTM hidden units 



Results
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Brain activity prediction
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DCRNN model applied to the networks obtained from resting-state fMRI data from 
the Human Connectome Project (HCP).
“Forecasting brain activity based on models of spatiotemporal brain dynamics: A comparison of graph neural network 
architectures” Wein, 2022 Network Neuroscience

Graph nodes: brain regions 180 Glasser atlas
Edge weights: number of fibers connecting two brain regions 
Node features: time series of brain activity of the region



Brain activity prediction
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MAE = 0.1158



Temporal Katz centrality 
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A temporal graph defined as G = (V, E, T), where V, E and T are the sets of the 
vertices, the temporal edges, and the timestamps. A temporal edge e = (u, v, t) 
from node u to v at time t in T.

A temporal walk z from node u₀ to uₜ is an ordered series of nodes and 
temporal edges in a temporal network, represented by z = (u₀, u₁, t₁), (u₁, u₂, t₂), . 
. . , (uₜ₋₁, uₜ, tₜ), such that ∀ 1 ≤ i < n, tₜ < tₜ+1. 

The temporal Katz centrality of a node u ∈ V at time t is the weighted sum of 
all temporal walks that end in node u, denoted by:



TATKC Model 
“TATKC: A Temporal Graph Neural Network for Fast Approximate Temporal Katz Centrality Ranking”, Zhang 2024, 
WWW24
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At each timestamp t, a subset of neighbors Nₜ(v) is sampled for every node v, 
prioritizing those with higher out-degree; their messages are then combined 
through attention-based weighted aggregation to form a temporal embedding for 
v, which a lightweight MLP converts directly into Katz-inspired ranking scores.



Results

38

Performance evaluation:

ETKC algorithm for exact Katz 
centrality computation

KT kendall tau correlation



Thank you
Questions?
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